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Abstract—Stock  market  prediction  has  gained  monumental
prevalence in financial markets globally. The ability to forecast
the direction of a stock price or an index is very important for
various purposes. The stock market helps to analyze the current
market trends and minimize the risk of the investment.

Prediction of stock value for a company or an entity is the most
exhausting  work  to  do  After  2000  there  have  been  many
advancements where Machine learning and Artificial intelligence
concepts  got  introduced  for  the  prediction  of  stock  value
Depending upon the type of data that we have taken there are
many machine learning algorithms which we can use as tools for
price prediction which among them are KNN, Random forests,
Support  Vector  Machine,  ANN  LTSM  etc.  which  have  the
capacity to solve the complex data sets.

In our project here using historical stock data, we developed two
models to make short-term predictions for the stock price. The
models  were  refined  by  including  the  influence  of  NASDAQ
index.  Advanced  mathematical  techniques  were  used  to
formulate these models. Investors can use these models to obtain
suggestions and pointers.  We have used Random Forest  KNN
and SVM algorithms for the prediction of the stock market.

Index  Terms—Machine  Learning,  Stock  Analysis,  Support
Vector Machine,  Random Forest, K-Nearest Neighbours . 

I. INTRODUCTION

Stock market prediction has gained a lot of importance in the 
universal financial markets . Prediction or forecasting has 
become an important tool for business as it helps the authority
to make wise decisions . In order to reduce the potential risk 
of loss in the investment done and to save investors from the 
same ,Stock market prediction has multiple tools which 
identifies the opportunities for increasing or decreasing the 
stock value and making profits .

This project deals with advanced math modeling tools and 
addresses a very complex and popular area of the financial 
sector. Since my career goals are to go into the field of data 
science, and
 to get involved in the stock analysis, I think this project 
helped me move forward intellectually. It provided me with a 
strong academic base and a positive experience regarding the 
stock market.

We decided  to  look  mostly  at  NASDAQ,  since  it  contains
most of the stocks from the technology sector, the target of
our interest. The Stock market  encompasses a huge number
of companies and is divided into different sectors. We decided
to look at the technology sector. The reasoning behind this is
that we live in the technological era and our lives are shaped
by it every day. It is an area very popular in the society and
we  also  have  a  personal  interest.  The  technology  sector,
however, is hard to represent by modeling few stocks. That is
why we started working on the project by choosing ten stocks
from  the  Internet  Information  Providers  Industry  of  the
technology sector.
There were a few restrictions (challenges) set from the 
beginning for picking out the stocks. First, the company 
stocks should be relatively stable, thus most of the stocks we 
chose have gone public for several years now. The stock price
data for these companies is available for each working day for
the past year. Second, the price range of the stocks is above 
five dollars and below hundred dollars. We chose ten stocks 
by looking at their prices and putting them in 3 divisions. A 
price range of (mention the name of the currency) 5 – 20, 20 –
50 and above 50. These stocks with their ticker symbols are: 
Facebook Inc. (FB), Yahoo! Inc. (YAHOO), Twitter Inc. 
(TWTR), IAC/InterActiveCorp (IACI), GROUPON Inc. 
(GRPN), TechTarget Inc. (TTGT), ChinaCache Ltd (CCIH), 
Blucora Inc. (BCOR), J2 Global Inc. (JCOM), and eBay Inc. 
(EBAY). We decided to avoid the small market.

II. METHODOLOGY

What is Machine Learning ?

Artificial Intelligence, Data science and Machine learning 
stands to be the top trending technologies in the present tech 
world .  The trending topics Data Mining ,Bayesian analysis 
added a little more demand to these technologies.  Machine 
Learning is a branch of artificial intelligence which automates 
analytical model building. It is a method of data analysis 
through which systems can learn from data, identify patterns 
in data and make decisions with a very less human-machine 
interaction. Here, learning represents recognizing and 
analyzing the input data and making accurate decisions 
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depending on the data supplied. Since it is difficult to consider
each and every decision depending on the input data given, 
algorithms were developed which makes it easier. The 
algorithms build knowledge from the provided and the past 
available data through principles
 like Statistical science, probability, logic reinforcement 
learning e.t.c.

Python is the most demanding platform used for conducting 
research and development
 in production systems. It's a very versatile language with 
numerous modules, 
libraries and packages that provide us ample ways to achieve 
a task.

Python has libraries like NumPy, SciPy, SciKit-Learn and 
Matplotlib which can
 be said to be the best tools  for Data Analysis. Another major 
and important
 benefit of these libraries is that they are colossally used in 
creating scalable 
 machine learning algorithms. Popular machine learning 
techniques , in particular 
 classification , regression , clustering and recommendation 
are implemented using python.

Algorithms Used

Support Vector Machine

Support Vector Machine or SVM in short is an important 
machine learning algorithm Which is used in problems of 
classification and regression. Although it can be used for both
 classification and regression, in majority of cases, it is used in
classification. In the SVM algorithm, the value of each plot is 
represented by its coordinate and is plotted
 as an n-dimensional space. Classification is the type of 
problem in which the hyper plane segregates the data into two 
different classes. A support vector is nothing but the 
coordinate of individual observation.

How does it work ?
The first thing SVM does is separating data for which it uses
an imaginary line called Hyper plane . A hyperplane is an n-
dimensional flat Euclidean space where the n-1 
a dimensional subset divides that space into two different 
disconnected parts . 
The hyper plane divides the data into two parts and makes it 
easier to train . SVM algorithm takes data as input and outputs
the line which separates the two possible classes.

The main function of the algorithm SVM is to find the closest 
points from the line to the both sides of the classes . These 
points are called support vectors . Now , we calculate
 the distance between the two support vectors which is called 
Margin . The goal of the algorithm is to maximize the 
margin . The Optimal Hyperplane is the hyperplane for which 
the margin is maximum  

               Fig 1 - Hyperplane separating data set

Non-linearly separable data

This is the type of data which cannot be separated linearly 
with an imaginary line or hyperplane . A straight line cannot 
be drawn to classify the data . But through high
 dimensions , this data can be converted into linearly separable
data. An extra dimension called Z axis is added for which the 
coordinates are governed by the constraint
z = x²+y²
So, basically z coordinate is the square of distance of the point
from origin. Let’s plot the data on z-axis.

                         Fig 2 - Non-linearly separable data
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Random Forest

Data science provides an ample number of  classification 
algorithms which among them are  logistic regression, support
vector machines, naive Bayes classifiers, and decision trees. 
But random forest stands at the top of all other algorithms and
is also said as one of the algorithms which gives the perfect 
and most accurate output as prediction .
Here in the project , we have examined how the basic decision
trees work, how multiple decision trees are combined to make 
a huge random forest, and finally explain why random forests 
are that extraordinary at what is their prime performance.
Decision tree : For the random forest model , decision trees 
are the prime elements or the basic blocks . It is a supporting 
tool in the structure of a tree through which we get predictions
as outcomes.   Decision trees are very useful aspects of life 
because they come in use in multiple situations in life. 
The Random Forest Classifier : As the name suggests , 
Random forest contains a lot of decision trees related to the 
same data which gives multiple predictions . Each individual 
decision tree spits out different predictions and the output 
which is given by most of the decision trees will be 
considered as output (see figure below).

 Fig 3 - splitting data into decision trees and getting final prediction 

K-Nearest Neighbor

K-Nearest Neighbor is an Instance based algorithm based on 
supervised learning technique, which is used for classification 
and regression problem solving, it is mostly used for 
classification of  predictive problems. KNN is a process  of 
recognizing similarity of features between the new data and 
past labeled data. K in the algorithm KNN represents the 
number of data samples that we are taking from the 

neighborhood inorder to predict the class label of our 
specified point in sample space.

In this type of Algorithms we don't process the samples 
immediately after getting training samples,  instead we store 
the samples and classify the instance then we will do the 
training and class label association with the test samples,  so 
this is also called as Lazy Algorithm                                         

  

                                       Fig 4 - KNN Classification

Step 1: Choosing the K value

We will choose the value of K which will decide the number 
of nearest samples that we need to consider to forecast the 
value of test samples

Step 2: Calculating the distance

Determine the nearest samples with respect to the test samples
using Euclidean distance formula. The distance is calculated 
using the below formula

Step 3: Classifying the nearest points 

we will classify the nearest points based on the class or 
category that belongs to, so going with the majority it 
concludes the class for  that point .

KNN Regression:

KNN in Regression is nearly the same approach as 
classification, there will be only one difference that we won't 
take the bulk of class labels for the test sample. Instead, we 
will take the average of all the class labels and then we will 
set the value as a class label for the test sample.
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III. RESULT

                                        Fig.1

        

           Fig.2

                                       Fig.3

                                        

                                         Fig.4

                                             Fig.5   

             Fig. 6
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IV. CONCLUSION

To wrap it all up , In this project we have used Random Forest

, Support Vector machine and K-NN algorithms for the stock

market  prediction.  The  dataset  is  preprocessed  successfully

and gives the future predicted value of the stock with a slight

variation  of  value  between  the  algorithms  .  We  made  the

project with an aim to make it easier for the stock investors to

clear  their  hesitations  and  learn  stock  0fluctuations

practically . Our aim is to put an end to the myths fabricated

on the stock market , untie the intricate knots of confusions

and make it stocker friendly . Three different algorithms are

designed  in  such  a  way  that  helps  the  stocker  in  making

accurate decisions and make it sure that they don't end up in

loss.
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